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The evolution of pesticide resistance provides some of the most
striking examples of darwinian evolution occurring over a human
life span. Identification of resistance alleles opens an outstanding
framework in which to study the evolution of adaptive mutations
from the beginning of pesticide application1–3, the evolution of
interactions between alleles (dominance4) or between loci
(epistasis5,6). Here we show that resistance alleles can also be
used as markers to dissect population processes at a microevolu-

* Present addresses: Department of Zoology, University of British Columbia, Vancouver V6T1Z4, Canada
(T.L.); Station de Recherche de Lutte Biologique, INRA La Minière, 78 285 Guyancourt, France (D.B.);
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tionary scale. We have focused on the antagonistic roles of
selection and migration involved in the dynamics of local adapta-
tion with reference to allelic frequencies at two resistance loci in
the mosquito Culex pipiens. We find that their frequencies follow
an annual cycle of large amplitude (25%), and we precisely unravel
the seasonal variation of migration and selection underlying this
cycle. Our results provide a firm basis on which to devise an
insecticide treatment strategy that will better control the evolu-
tion of resistance genes and the growth of mosquito populations.

Geographic gradients in allele frequency (‘clines’) in natural
populations can be analysed using migration–selection models7,8

to obtain estimates of migration rates and selection coefficients9–13.
This powerful method works well for populations near equilibrium,
such as hybrid zones14 that are considered to be ‘‘windows on
evolutionary processes’’15. The same method (which assumes equi-
librium) can be applied to clines shaped by a balance between
natural selection and gene flow across a variable environment7,8,16,17,
although such local adaptation may be much less stable over time
(for example, see ref. 18). This approach has been used to analyse
the cases of insect melanism19,20 and heavy-metal tolerance in
plants21. We have used this framework to analyse insecticide
resistance but have developed a method that does not require
ad hoc hypotheses such as neutrality and genetic equilibrium and
allows us to study the dynamics through time.

We sampled 8,600 C. pipiens mosquitoes during the breeding
season (April to October) and the overwintering period (November
to March) (Table 1). Sampling was done on ten dates from July 1995
to March 1997 along a north–south transect across organophos-
phate treated and non-treated areas in Southern France (Fig. 1). In
C. pipiens, two major loci confer organophosphate resistance.
Resistance alleles at the Ace.1 locus code for a modified acetylcho-
linesterase (the organophosphate target), whereas those at the Ester
locus code for overproduced detoxifying esterases22–24. Alleles at
these two loci were identified for each individual using a biochem-
ical test and starch-gel electrophoresis, respectively22–24.

We analysed fitness differences within and between loci, ignoring
small differences between resistance alleles at the same locus which

N
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Figure 1 Sample site locations in the north–south transect in Southern France.

Diapausing females were sampled in overwintering sites (caves; circles) and

larvae or pupae were sampled in larval breeding sites (pools; filled circles). The

dashed line indicates the boundary between the treated and non-treated areas.
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have been estimated separately in longer-term studies23,25. Indivi-
duals were pooled into classes {E}/{O} and {R}/{S} for the presence/
absence of at least one resistance allele at the Ester (E) and the Ace.1
(R) locus, respectively. The phenotypes were therefore treated as
being {S,O}, {S,E}, {R,O} or {R,E}.

For each sampling date, we found a significant decrease of {R}
and {E} frequency with distance from the coast (Table 1) using a
descriptive model (see Methods). We also found that the cline shape
followed an annual cycle: cline shape differed across seasons and was
almost identical within seasons from one year to the next (Fig. 2).
These clines can be interpreted as the consequence of local adapta-
tion in a finite environment where migration and selection act as
antagonistic forces17. A one-dimensional cline can be maintained at
an equilibrium across a finite treated and non-treated area when
resistance alleles confer a constant relative fitness advantage in the
presence of insecticide but a relative fitness disadvantage (referred
to as the ‘cost’ of resistance) in its absence2. Also, it is required that
the intensity of selection and the size of the treated area are large
enough relative to the intensity of gene flow17,24. For more than one
locus, each cline is modified by the indirect selection due to linkage
disequilibria and these conditions are more easily met26.

Our data provide a rare opportunity to go beyond these snapshot
pictures and to estimate migration and selection coefficients as well
as their variation across time. We analysed the annual cycle of the
clines as a consequence of annual variation in insecticide applica-
tions and alternations between breeding and overwintering seasons.
We performed a maximum likelihood analysis (see Methods) using
deterministic equations describing migration and selection to infer
the allelic distribution at each step of the cycle and assuming the
whole cycle is stable. One-dimensional clines were simulated using a
series of demes connected by migration (see Methods). Some of the
parameters required, such as the recombination rate (14.5%)
between the Ace.1 and Ester loci, and the size of the treated area
(L ¼ 20 km) were estimated from external data24. Frequencies were
computed separately for each sex during overwintering as only
females overwinter as adults, whereas males survive as spermatozoa
in fertilized females. The cycle was divided into nine intervals
(between each sampling date: Fig. 3), within which selection and
migration parameters are estimated, pi ¼ ðsa; se; ca; ce;∆Þ. Param-
eters s and c correspond to the selection coefficients due to
insecticide treatments and the cost of resistance, respectively. The
subscripts refer to loci (a for Ace.1 and e for Ester); ∆ is the
migration distribution characterized by a mean (m) and a variance
(j2).

The best-fitting parameters explained 82% of the total deviance
(the deviance is −2 times the log-likelihood) over the annual cycle,
and the fit of each cline was close to the goodness of fit from purely
descriptive models (88%), although 8 times more parsimonious
(only migration and selection parameters are estimated; see Table 1).
According to these results, the cycle can be divided into five stages

(Fig. 3). During stage I (when insecticides are applied), selection
coefficients due to insecticide treatments are positive (for example,
sa ¼ 0:33, se ¼ 0:19 in summer), causing the frequencies of resis-
tance alleles to increase in the treated area. The clines become
steeper owing to the antagonistic effect of selection due to insecti-
cide treatments and the cost of resistance (for example, ca ¼ 0:11
and ce ¼ 0:07 in summer) despite the homogenizing effect of
strong migration (j ¼ 6:6 km generation 2 1=2). At the end of
this stage, migration–selection equilibrium is not completely
reached (estimates of selection assuming the cline of July 1995
was at equilbrium24 were therefore underestimated for both loci,
about 0.01 for fitness cost and 0.03 for insecticide selection).
Stage II corresponds to the end of the breeding season in the
absence of insecticide (sa ¼ se ¼ 0); the clines start to decay as a
result of fitness costs (ca ¼ 0:11 and ce ¼ 0:05) and gene flow
(j ¼ 6:6 km generation 2 1=2). Stage III corresponds to an intense
(j ¼ 14:6 km generation 2 1=2) and directional (m ¼ 12:4 km
towards North) migration to the overwintering sites which strongly
homogenizes frequencies and creates high positive linkage disequi-
libria (3–5%) along the transect, as expected. This asymmetrical
migration explains the surprising increase in resistance alleles in the
non-treated area for both loci in both November 1995 and 1996 (see
also ref. 27). During the overwintering period (stage IV), resistance
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the clines fitted using the migration–selection model (see text). During the

treatment periods in summer, resistance alleles are selected for in the treated

area, producing the steep clines and high frequency of resistance alleles. Owing

to the cost of resistance and gene flow, this frequency decreases when the

treatments are interrupted, leading to shallow clines and lower frequencies of

resistance alleles in winter. The occurrence and stability of this annual cycle are

strong evidence that insecticide treatments and the cost of resistance act as

antagonistic selective pressures.

Table 1 Sampling dates, number of sampled sites and sample sizes

Models Descriptive Migration-selection
...................................................................................................................................................................................................................................................................................................................................................................

Sample set Pop N Deviance %TD Deviance %TD
...................................................................................................................................................................................................................................................................................................................................................................

Oct.1997 Breeding sites 8 1,056 52.2 (12) 0.86* 54.2 0.84
Nov.1995 Overw. sites 10 1,270 14.9 (14) 0.68* 28.4 0.40
Nov.1996 Overw. sites 10 470 9.4 (14) 0.89* 30.8 0.72
Feb.1996 Overw. sites 17 1,524 23.1 (21) 0.82* 65.3 0.51
March 1997 Overw. sites 7 308 14.9 (11) 0.71* 34.8 0.33
April 1996 Breeding sites 7 421 25.1 (11) 0.60* 39.3 0.38
May 1996 Breeding sites 6 671 48.1 (10) 0.80* 60.4 0.75
June 1996 Breeding sites 5 500 5.4 (2) 0.94* 7.4 0.85
July 1995 Breeding sites 10 1,734 41.7 (14) 0.94* 52.3 0.92
Aug.1996 Breeding sites 7 640 20.1 (11) 0.89* 23.2 0.87
All samples 87 8,594 254.7 (120) 0.88* 396.1 (15) 0.82
...................................................................................................................................................................................................................................................................................................................................................................
Pop, numberof sampled sites; N, sample size. The residual deviance, the numberof degrees of freedom used (in parentheses), and the explainedpart of the total deviance (%TD) are shown
for both the cline descriptive analysis and the migration–selection model.
* A significant decrease of resistance alleles from the coast was detected using descriptive models (P , 0:001).
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alleles decrease in frequency owing to severe fitness costs (ca ¼ 0:51,
ce ¼ 0:26) in the absence of movement (m ¼ j ¼ 0) of diapausing
females. Previous estimates of costs associated with Ace.1 from local
empirical data were similarity high (ca ¼ 0:63)22,27. The last stage
(V) corresponds to the first spring generation where resistance
alleles increase even in the absence of insecticides. This increase is
due to winter fitness costs on resistance alleles being higher in
females than in spermatozoa (only an indirect selection operates on
spermatozoa through the correlation between genotypes of assorted
males and females). The net effect of natural selection over the
whole winter is therefore expected to be approximately half of that
estimated on females, which agrees well with our estimates (ca and ce

estimated from the beginning of overwintering to the first spring
generation were found to be 52 and 51%, respectively, of those
estimated over the overwintering period).

A precise understanding of the conditions under which insecti-
cide resistance occurs is necessary for the development of successful
management strategies28. Precise estimates of the migration dis-
tribution and costs of resistance allow us to compute a critical area
of insecticide application below which resistance alleles fall to
extinction28. Using our results, this area is about half the actual
area of treatment for resistance alleles of organophosphate insecti-
cides. Unrelated insecticides such as Bacillus sphaericus could then

be used on the remaining part to achieve the same treated area size
but without the evolution of organophosphate resistance. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Descriptive cline models. The frequency cline of resistance alleles at locus i
and time j was fitted according to a scaled negative exponential23,25,
hij expð2aijx

2Þ, where x is the distance from the coast, hij the maximum
frequency of resistance alleles at locus i and time j, and aij is the rate of decrease
of resistance alleles. Distributions of phenotypes were computed using allelic
distributions25, assuming that each locus was at Hardy–Weinberg equilibrium
and allowing for linkage disequilibria in each population. The likelihood of a
sample was computed from the phenotypic multinomial distribution and
maximized for parameter estimation.
Migration–selectionsimulations. One-dimensional clines were simulated on
a lattice. We used a binomial migration distribution reflected at one edge of the
lattice to take into account the presence of the sea25,27. Denoting the number (0,
1 or 2) of resistance alleles as A and E for the Ace.1 and Ester loci, respectively,
the fitness of an individual was computed as

1 2 gðxÞ
sa

2
ð2 2 AÞ þ

se

2
ð2 2 EÞ

h i
2

caA

2
2

ceE

2
;

where gðxÞ ¼ 1 for x , 20 km (treated zone) and zero otherwise. Co-domi-
nance was assumed for insecticide resistance and for the cost of resistance, and
epistasis between loci was neglected6. The order of the life cycle was assumed to
be reproduction–migration–selection. Algorithms of migration and selection
were checked using analytical results for one locus17. The number of genera-
tions corresponding to each stage of the cycle is indicated in Fig. 2 and is based
on field estimations of generation time (B.D., G.T., C. Chevillon and R.M.,
manuscript in preparation).
Maximum likelihood estimation. Let nijk and gijk be the number and expected
frequency of individuals having phenotype i in population j at time k. Then, the
log-likelihood of observing all the data is

î ĵ k̂

nijk 3 lnðgijkÞ;

where the expected frequencies of phenotypes (gijk) were computed using a
large enough number of iterations of the annual cycle to ensure its stability.
Maximum likelihood estimates of parameters were computed simultaneously
using the Metropolis algorithm adapted from Barton10. Model selection was
performed using the Akaike information criterion corrected for overdispersion
(QAIC ¼ scaled deviance þ 2 3 degrees of freedom)29. The scaling factor is
the ratio of residual deviance over residual degrees of freedom.
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A central problem in human vision is to explain how the visual
world remains stable despite the continual displacements of the
retinal image produced by rapid saccadic movements of the eyes.
Perceived stability has been attributed to ‘efferent-copy’ signals,
representing the saccadic motor commands, that cancel the effects
of saccade-related retinal displacements1–6. Here we show, by
means of a perceptual illusion, that traditional cancellation
theories cannot explain stability. The perceptual illusion was
produced by first inducing adaptive changes in saccadic gain
(ratio of saccade size to target eccentricity). Following adaptation,
subjects experienced an illusory mislocalization in which widely
separated targets flashed before and after saccades appeared to be
in the same place. The illusion shows that the perceptual system
did not take the adaptive changes into account. Perceptual
localization is based on signals representing the size of the
initially-intended saccade, not the size of the saccade that is
ultimately executed. Signals representing intended saccades
initiate a visual comparison process used to maintain perceptual
stability across saccades and to generate the oculomotor error
signals that ensure saccadic accuracy.

Saccadic adaptation was produced conventionally7–11. Subjects
made a single saccade to look at a target point that stepped abruptly
to an eccentric horizontal location, 228, 240 or 252 arcmin away.
The background was dark; only the target was visible. Saccades
were accurate, as expected11,12 (Fig. 1a). In the adaptation trials,
which began after 20 baseline step-tracking trials, the target hopped
either forwards or backwards by 48 arcmin (about 20% of the size
of the original step) during the saccade. (Forward and backward
hops, and rightward and leftward saccades, were tested in
separate experimental sessions.) Saccades landed near the original

(pre-hop) target location during the first few adaption trials
(Fig. 1b). Adaptive changes occurred over the ensuing trials, when
saccades began to land closer to the target’s final, post-hop position
(Fig. 1c).

After adaptation reached nearly asymptotic levels, ‘probe’ trials
were introduced to assess the perceived relative location of targets
flashed before and after the saccade13–17 (Fig. 1d). A probe trial was
run after every three consecutive adaptation trials, thus allowing
saccades to remain in the adapted state. The saccadic target in probe
trials was flashed for 100 ms. The display remained dark during the
saccade to the remembered location of the flash. Two-hundred-and-
fifty milliseconds after saccade detection, the post-saccadic probe
target was flashed for 100 ms. The subject reported whether the
post-saccadic probe was located to the left or to the right of the pre-
saccadic target. We used a double-random staircase procedure (see
Methods) to select the post-saccadic probe location according to the
response on the immediately preceding probe trial, with the goal of
‘zooming in’ on the location that perceptually matched the remem-
bered location of the pre-saccadic target.

Figure 2 (open symbols) shows the mean sizes of saccades to the
right and left over successive blocks of 20 trials for the three subjects
(two naive; one author) during forward, backward and no-hop
(control) sessions. Saccadic gain (saccade size/target step size) was
similar across the three target step sizes (228, 240 and 252 arcmin)
so data from the three step sizes was combined (see Methods).
Saccadic adaptation reached maximum levels after about 20–60
adaptation trials. The maximum levels of adaptation were less than
hop size, and dependent on subject, saccadic direction and hop
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Figure 1 Representative traces of horizontal eye (solid line) and stimulus position

(dotted line). Negative values are left of centre. a, Saccade in response to a 240-

arcmin target step. Saccade size is the difference between pre- and post-

saccadic eye position, bypassing the overshoot at the end of the saccade (see

Methods).b, An early adaptation trial, 48-arcmin forwardhop. c, A later adaptation

trial. d, Probe trial, with pre- and post-saccadic flashes to be compared. Because

of the intervening saccade, the pre-saccadic target and post-saccadic probe

occupied different retinal loci.


