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Recently we published a study (Castles et al., 2014) that
compared social network metrics that were created from two
methods for defining connections (edges) among wild baboon,
Papio ursinus, individuals (nodes): proximity and interactions. We
found that in many (but not all) cases individuals' positions in the
proximity networks were not predictive of their positions in the
interaction networks and we cautioned researchers about
assuming that one is a proxy for the other, which is frequently done
in social network studies (e.g. Carter, Macdonald, Thomson, &
Goldizen, 2009). In his Forum article, Farine (2015, this issue;
henceforth ‘Farine’) outlines several assumptions that researchers
make about how to define edges among individuals that may affect
the results of social network studies, before presenting new
empirical findings from wild thornbills (genus Acanthiza) that he
concludes contrast with ours. We are excited that our research has
generated such interest, and this new article adds to a growing
body of empirical studies that consider sampling issues in social
network studies (Castles et al., 2014; Hobson, Avery, & Wright,
2013; Lehmann & Ross, 2011; Madden, Drewe, Pearce, & Clutton-
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Brock, 2011; see Whitehead, 2008 for a comprehensive summary
of sampling considerations). We agree that the ‘gold standard’ in
social network studies should be for researchers to incorporate
multiple networks using differentmethods to determine edges into
their analyses. However, while Farine usefully highlights assump-
tions that are important to consider when choosing how to collect
and analyse one's network data, several aspects of his article
require further consideration before we extend the discussion to
broader issues in social network studies.

First, Farine presents empirical data from mixed-species flocks
of thornbills, collected over a 6-week period, in which there are
correlations between individuals' network positions in proximity
and interaction networks. Farine states that this pattern was in
contrast to our general conclusion, and so suggests that our find-
ings are not generalizable across species and that in some cases
proximity can be used as a proxy for interactions. We feel the first
assertion is misplaced, and we caution against the second. Our
results were in agreement with those of the thornbills in some
years for some social network metrics, where we also found cor-
relations between some proximity and interaction methods (see
Figure 3 and supplementary material in Castles et al., 2014).
However, the correlation between the two methods was not found
in other years. Thus, our results from two study groups over 3 years
suggest that findings from one time period may not be generalized
evier Ltd. All rights reserved.
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to the same group(s) in a different time period, let alone to other
groups of a particular study species. Had we measured the social
network in one particular year (or group) and found a correlation
between themethods, wemay have erroneously concluded that we
can use proximity as a proxy for interaction in all future studies. To
return to Farine's first assertion, we are not seeking to generalize
patterns from our study but rather the principle that consistency
between groups/years should not be assumed until it has been
demonstrated. Thus, with respect to Farine's second assertion, we
would reiterate our conclusion from Castles et al. (2014): because of
the dynamic nature of social networks, we recommend that re-
searchers take care when assuming that proximity can be a proxy
for interactions. This is distinct from the suggestions that (1)
proximity can never be a proxy for interactions and (2) proximity
cannot be used to create social networks, generalizations that we
do not advocate.

Second, Farine explores some methodological considerations
that were not addressed in our study. We focused on one decision a
researcher could make at the data collection stage, specifically, the
behaviours that could be used to create edges in a social network.
Yet, as we mentioned in our study (Castles et al., 2014), there are
many considerations after the data collection stage, as highlighted
by Farine) and outlined in detail elsewhere (Whitehead, 2008). We
appreciate that Farine is using our study to illustrate some general
points, and agree that had we analysed our data differently (e.g. by
using rates, rather than proportions, of dyadic grooming in-
teractions) we may have obtained different results. However, this
simply further supports our conclusion that social networks
measured (and analysed) using different techniques are not
necessarily comparable and care should be taken when general-
izing research findings. These considerations in data collection and
analysis also highlight more general issues of research design
which have perhaps been overlooked in the largely descriptive
studies of social networks thus far (Whitehead, 2008). The defini-
tion of an edge connecting nodes in a network should first and
foremost depend on the research question, and assumptions about
correspondence between networks should be tested. In the former
case, for example, if the research question relates to the transfer of
visual information between individuals in a network, then edges
based on shared proximity are likely to be most informative (but
see our further considerations below). But if the research question
addresses the likelihood of ectoparasitic disease spread between
individuals, then instances of physical interaction between in-
dividuals may be more appropriate. In the latter case, we would
encourage descriptive studies to adopt richer analyses that
encompass multiple methods of measuring associations, as do
others (Lehmann & Ross, 2011; Madden et al., 2011; Whitehead,
2008). Furthermore, we would return again to the conclusion of
our original study that any researchers using proximity as a proxy
for interactions (and we appreciate this is often the only available
source of data on dyadic associations) should be wary that prox-
imity does not always equal interaction, and vice versa. For
example, individuals are able to interact via olfaction, vocalizations
and visual signals when not in close proximity, or may be in
proximity but not interacting (we develop this further below).
Consequently, the appropriateness of using proximity as a proxy for
interactions will depend on the type of interaction identified as
meaningful and important for the research question in the context
of the biology of the study system.

The biology of a study species is likely to influence the appro-
priateness of different edge definitions for answering specific
research questions. The definition of an edge should be dictated not
solely by what is possible for a study species, but by what is
appropriate for it with respect to the study question and the spe-
cies' biology; one should not use instances of close proximity to
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infer grooming when the research question is ‘does social rank
influence grooming equality?’, for example, unless this link has
been empirically demonstrated (preferably repeatedly) before-
hand. Since, for some study systems, building the social network
that is most appropriate for a given research question can be pro-
hibited by logistical constraints on data collection, while other
methods may be more practical, Farine's question remains: can
proximity networks be a proxy for interaction networks? Before we
expand on this in more detail, we would mention again that this
question is distinct from the value of proximity measures to
describe social structure/organization: we find proximity measures
valuable for both this task and for hypothesis testing in networks
(but see Macdonald& Voelkl, 2015;Whitehead& Dufault, 1999). As
we mention above, we are in agreement with Farine that the gold
standard in network studies requires amultinetwork framework. In
our original article (Castles et al., 2014), we were largely concerned
with issues of comparability between studies that use different
methods to define an association, and raised the issue of using
proximity as a proxy for interactions in the discussion of our find-
ings. Where we disagree with Farine is in his assertion that prox-
imity edges can sometimes be used to infer interaction edges or
vice versa without prior testing of this assumption. This does not
preclude the use of proximity edges to determine, for example,
individuals' preferred associates (for an example, see Carter et al.,
2009).

Below, we consider under which circumstances we might reli-
ably expect a correspondence between proximity and interaction
networks in an effort to provide guidelines for researchers wishing
to use proximity as a predictive surrogate for interaction (see also
Whitehead & Dufault, 1999). This need not be limited to difficult-
to-observe species, but could also apply to different methods of
collecting data that involve remote rather than direct observation,
such as the use of global positioning system collars to assign group
membership by some measure of proximity. We also appreciate
that understanding how and why different networks may or may
not correspond or interrelate is an important research topic in its
own right. However, we have not yet imagined any case in which
one could assume a correspondence between networks without
testing for it, although our thought experiment provoked some
overlooked considerations in social network studies: (1) some in-
teractions can occur between individuals of different subgroups, (2)
proximity networks describe only opportunities for interaction and
(3) individuals are likely to vary in both their gregariousness, i.e.
their propensity to be in proximity to others, and their sociability,
i.e. their propensity to take the opportunity to interact with others
when in proximity to them. We use the baboon system as a worked
example of our reasoning by way of explanation where necessary,
and we assume for this exercise that the hypothetical proximity
network that is putatively predictive of the interaction network is
well sampled and representative of the ‘true’ proximity network.

Before we address these points in more detail, we should first
take a brief digression to define the term ‘group’ here. Up to this
point, we have used the term to mean a set of behaviourally con-
nected individuals in which the majority of individuals are con-
nected to most others; this is what Whitehead (2008) refers to as a
‘community’ and is the equivalent of a troop in baboons. From here,
however, we use the term to refer to a ‘subgroup’, a subset of a
group that is behaviourally connected (either by proximity or
interaction) at a particular point in time (Castles et al., 2014), that is,
the level of observation at which social network data are collected.
To return to our first consideration then, it is important to address
the assumption that researchers make about the proximity needed
for interactions (Whitehead&Dufault, 1999). As wemention above,
individuals are able to interact via olfaction, vocalizations and vi-
sual signals when they are not in close proximity, but this is rarely
ns should drive edge definitions in social network studies, Animal
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Figure 1. The relationship between the probability of interacting (P(interact)) for a
given probability that a dyad will co-occur in the same group (P(co-occur)). The dashed
line represents the average interaction rate for the population. The blue shading
represents whether individuals are more or less likely to interact than expected for the
average of the population, with lighter (white) shading showing that dyads interact at
the average rate. Three hypothetical dyads (A, B and C) are shown (see text for details).
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considered as we suspect that it is implied that the interactions are
physical. For example, Farine considered only physical interaction
between individuals in his empirical example. In most cases, but
not all (consider, for example, olfactory signals provided via latrines
or the scent marking of surfaces), we acknowledge that individuals
will have to be within a particular proximity to interact using these
other modalities that are of shorter duration. Our point is not that
proximity is not important for interaction, but that the range over
which visual, auditory and olfactory signals can be transmitted is
often beyond the range that is used to define groupmembership by
proximity (and conversely, physical interactions are often well in-
side the range considered for group membership by proximity).
This is not a semantic point, but a conceptual one about how we
define edges and thus groups by proximity, and how this will limit
comparability of networks. To illustrate by an example, baboons
can interact via visual signals (using ‘come hither’ faces and lip
smacking) over tens of metres and via vocalizations over hundreds
of metres; often these interaction distances are well beyond what
we consider as group membership by our proximity rules. As such,
individuals can readily and frequently interact between groups:
conceptually, individuals could have an association index of zero
but a nonzero interaction index. Of course, physical interaction
requires group co-membership (however spatially defined) and
here again the research question should drive the types of in-
teractions that are reasonable to consider; we mean only to high-
light an unconsidered assumption that may lead to a mismatch
between edge definitions that may lower comparability between
networks and studies.

Regarding the second consideration, association matrices
represent only opportunities for interaction: they describe who can
interact, but not who does interact. While this statement seems
obvious, the use of proximity as a proxy of interaction is predicated
on the implicit assumption that the relationship between proximity
strength and interaction rate is probabilistic (and also assumes, as
we do for the rest of this line of argument, that the interaction
occurs over a short distance that necessarily places interacting in-
dividuals in the same group as defined by proximity; see our point
above). This raises a problem with zero edges in the association
network. It is logical to assume that individuals who are never in
close proximity will never interact: proximity edges valued zero
must be coupled with interaction edges valued zero. However,
following this logic, the presence of zeroezero proximity and
interaction edges will ‘tether’ any linear model that investigates the
correlation between these values to the origin (see Figure 1 in
Farine, 2015); in fact, these models must logically pass through the
origin. Combined with the impossibility of negative rates of asso-
ciation, the presence of zeroezero values should increase the
probability of at least a weakly positive correlation between prox-
imity and interaction edges as soon as there are any nonzero
interaction edges, and tells us only that individuals interact with
those with whom they have an opportunity to interact (and sug-
gests that proximity edges valued zero should be removed for this
kind of analysis as they bias the relationship towards the origin).
The only logical argument that holds is that individuals that are
never in proximity do not interact. However, we cannot make the
assumption that proximity edge weights will provide (detailed)
predictive data on differential rates of interactions between those
individuals that are connected. Consider, for example, Figure 1 in
Farine (2015): none of the dyads exhibiting an (above average)
proximity edge weight of 0.5 were observed interacting over the 6-
week study. Thus, proximity networks rather show who is con-
nected and who is not, and therefore who can interact (at some
unknown rate, which may include 0) and who cannot.

We feel that it is at this point that disagreements may arise
about the usefulness of proximity as a proxy for interaction,
Please cite this article in press as: Carter, A. J., et al., Research questio
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and raises our third consideration. We argue that assumptions
regarding the patterns of interactions between connected in-
dividuals should not be made, since individuals can vary not just in
their gregariousness (the propensity to be in proximity to others),
but also their sociability (the propensity to interact with others to
whom they are in proximity). Furthermore, these propensities need
not be positively correlated, and may be influenced by a range of
social factors. This may lead to relationships between proximity
and interaction that deviate from a neutral probabilistic model (i.e.
increasing probability of interaction with increasing time spent in
proximity), and, depending on patterns of within- and between-
individual variation in these two traits, may result in the corre-
spondence between proximity and interaction differing for
different dyads' edges: specifically, individuals exhibiting similar
association edge weights, and so similar gregariousness, may have
different interaction edge weights if they differ in their sociability.
While this is similar to Farine's fourth point about calculating rates
of interaction while controlling for time in proximity as opposed to
calculating the proportion of an individual's interactions directed to
other individuals, we mean to highlight here the individual varia-
tion that may make proximity edge weights a poor predictor of
interaction probability.

For example, we consider a hypothetical population (Fig. 1) in
which dyads interact on average on half the occasions that they
occur in the same group as defined by proximity (we assume that
the probability that dyads interact, or P(interact), is 0.5 � P(co-
occur)). The dashed line in the graph, therefore, describes the
average relationship between shared proximity and interaction rate
for this population. This relationship is likely to differ between
species and may not necessarily be linear. In this hypothetical
example, we have plotted three dyads, A, B and C, which co-occur
with a probability of 0.5. Dyad B interacts at the average rate for
the population (near 0.5) and sits close to the line. However, dyads
A and C interact more and less than expected than the average for
the population, respectively, and consequently sit in darker parts of
the plot. All three dyads are equally gregarious (to be more
ns should drive edge definitions in social network studies, Animal



A. J. Carter et al. / Animal Behaviour xxx (2015) e1ee5e4
accurate, the result of the combination of the individuals' gregari-
ousness in the dyads makes them equally gregarious); however,
dyads A and C are more and less sociable than expected for their
gregariousness, respectively. If researchers are not interested in this
variation but are simply interested in determining those in-
dividuals who are likely to interact, then using proximity networks
as a proxy for interaction probability (which requires individuals to
be in close proximity) might be reasonable. However, if researchers
are interested in this variation then information on who can and
cannot interact clearly does not provide detailed insight into social
interactions between individuals, since a priori assumptions cannot
be made about the relationship between time in proximity and
interaction rates. In this case we feel that researchers should (in
order of decreasing preference): (1) collect and use data on indi-
vidual interactions; (2) test this assumption in their study system,
perhaps on a smaller subset of the network with more intensely
collected data, before proceeding with the use of proximity data;
and (3) use proximity as a proxy for interaction (probability) with
caution, understanding that this assumption may not necessarily
hold.

Next, we address two other conceptual issues raised by Farine.
We first consider the potential confusion that is introduced in social
network analyses by making a distinction between fissionefusion
societies and stable social groups. There is an argument that a
particular edge definition will be more informative for species of a
particular social organization (Farine, 2015). As we mention above,
we made no judgement on the value of proximity and interaction
edges as being more or less accurate representations of the ‘real’
social network in our original paper (Castles et al., 2014). We sug-
gest only that the different methods provide a different aspect of an
individual's social environment, both of which we believe are
important and both of which should be collected and compared
when possible. Furthermore, we are certainly in agreement that a
species' biology should determine the rules used to define edges in
networks for a particular method. However, we think it misleading
tomake assumptions about how informative a particular method is
for species of particular social organizations for two reasons. First, it
is impossible to categorize all species into particular social orga-
nizations, let alone categorize unequivocal types of social organi-
zation. Second, there is substantial variation within categories of
social organization such as those suggested by Farine. As this
variation is continuous, categorization is arbitrary and generaliza-
tions at the level of social organization are impractical.

Using the category of fissionefusion species as an example,
there is variation among species in the extent of fluidity of in-
dividuals among groups, prohibiting the assumption that group co-
membership is more informative than interaction in all fis-
sionefusion species. Group membership in fissionefusion species
can be highly fluid, where individuals in a local population form
one community of connected individuals, such as in guppies,
Poecilia reticulata (Croft, Krause, & James, 2004). It can also be ar-
ranged in a segregated community structure, where association
between individuals from the same community is common but
association between individuals from different communities is
rare, such as in chimpanzees, Pan troglodytes (Symington, 1990)
and eastern grey kangaroos, Macropus giganteus (Best, Seddon,
Dwyer, & Goldizen, 2013). It can also be based around multilevel
societies, in which there are tiers of closely connected individuals
nested within ‘higher’ levels of clustered lower tiers, such as in
African elephants, Loxodonta africana (Wittemyer, Douglas-
Hamilton, & Getz, 2005) and hamadryas baboons, Papio hama-
dryas (Kummer, 1984). We note that these descriptions of the fis-
sionefusion social organizations of these species were made using
proximity (group co-occurrence) methods, demonstrating the
usefulness of the proximity method for describing differences in
Please cite this article in press as: Carter, A. J., et al., Research questio
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social organization. However, the assumption that group co-
membership in chimpanzees is more informative than grooming
equality should, returning to our earlier point, depend on the
question that the research is trying to inform, not on the fact that
they have a fissionefusion social organization. While this partic-
ular example may be hyperbolic, we mean only to highlight that a
priori assumptions about the meaningfulness of one method for all
species of a particular social organization is misguided, based in
part on the complications associated with categorizing species and
variation within categories. We would go so far as to argue that
valuing one method above another is equally detrimental to social
network studies and should be avoided, not least because we as
human researchers are unaware of which distances or timings of
co-occurrence, and proportions, counts or durations of interactions
that we measure are actually meaningful to the species we study.
Furthermore, both proximity and interaction measures are likely to
be important and informative for particular biological processes,
and we would prefer to see researchers moving towards more
holistic frameworks in social network studies that use competing
networks to test a priori hypotheses about the importance of social
networks for animals.

Finally, three interrelated questions resulting from our consid-
eration of these methodological issues remain to be discussed:
what makes a network, how should sample sizes be considered in
social network studies and at which level should data be pooled?
These questions relate to Farine's idea of social scale and are
generally beyond the scope of this reply to address in detail (being
relevant research questions in their own right in many systems).
One small consideration of note, however, relates to our point
regarding the importance of research questions in determining
edge definitions. We defined community above as a set of behav-
iourally connected individuals in which the majority of individuals
are connected to most others. In baboons, a community (troop) is
easy to define because connections between troops are so rare
(Cowlishaw, 1995) and connections within troops are common
(Castles et al., 2014). For species with higher fissionefusion orga-
nization, where communities are more transient and home ranges
can overlap substantially (e.g. eastern grey kangaroos: Best et al.,
2013), identifying communities and community membership is
less straightforward, and may influence the results of social
network analyses. Once community structure has been identified,
we must ask which individuals should be included in the ‘social
network’ for a given study. Should all individuals in the local pop-
ulation be included, even if the majority never have a connection to
others (see our point above about zero-weighted edges)? Or should
the communities be considered separately, even if there are some
(sometimes many) between-community connections?While at the
node level larger communities will result in larger sample sizes, a
limit to the generalizability of network studies' results is not how
large the communities are but howmany communities are assessed
for a particular research question (Croft, James,& Krause, 2008). For
example, if a researcher is interested in the transfer of information
among individuals, the relevant unit of analysis is not the number
of individuals in the community but the number of communities in
which the results can be replicated; the size of the community is
irrelevant (unless one is interested in the transfer of information in
communities of different sizes, of course). In our baboon system, in
most cases we would rarely pool in a common network all of the
individuals from both of the communities we study because of the
zero-weighted edges that would be generated, but after this stage
we may pool individuals (and control statistically for troop mem-
bership), as ever, depending on the research question (as we did in
Castles et al., 2014). However, we have no prescriptive advice for
this problem in other systems with more between-community
connections; once again, we merely intend to highlight an issue
ns should drive edge definitions in social network studies, Animal
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that is infrequently considered in social network studies which
requires the careful attention of researchers.

In conclusion, we reiterate that we do not argue that proximity
data cannot or should not be used in social network studies, nor
that proximity data are not informative, and we appreciate that in
many systems proximity is the only readily available measure of
association between individuals. We only caution against assuming
that proximity is necessarily a proxy for interactions, and
encourage researchers to test this assumption should it be used.We
also advocate that the research question and study species' biology
should drive the definition of edges (and nodes) in networks as well
as the social scales at which these are measured.
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